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- Bioethics was a response to the technological progress, which came ahead of
legal regulations and often violated ethical norms, but opened the door to better

solutions that saved life and health

- Alin the health sector holds great promise but also faces ethical challenges which
call for a combination of expertise in Al ethics, medical ethics, and bioethics in order

to be solved

We can already see artificial intelligence systems play an
increasingly important role in the health sector, in terms of
system-wide operations, medical facility management, and
patient treatment alike. Al can surely bring a range of ben-
efits to the health sector, but whether it becomes socially
acceptable will depend on both its technical effectiveness
and ‘ethicality’. This is why the issue of the ethics of artificial
intelligence systems in the health sector is so important. At
the same time, it is extremely challenging. First, because it
directly affects the fundamental values of human life and
health. Second, it requires an interdisciplinary combination
of at least three ethical areas — artificial intelligence eth-
ics, medical ethics, and bioethics. The latter seems to be
particularly relevant here, not only because of the object of
research, but mainly because of the method of reconciling
ethical positions worked out over the last decades. In many
cases, due to the very nature of artificial intelligence, it is
reasonable to make use of procedures utilized in bioethics
to evaluate the ethicality of Al

A short article does not offer enough room to discuss in de-
tail the enormity of the ethical challenges underlying the
use of Al systems in the health sector. Therefore, | will only
briefly mention some selected aspects that are important
and worth further analysis. | will start from discussing the
main ethical issues concerning Al and the most important
documents prepared by international and national institu-
tions that set the framework for the ethics of artificial intel-
ligence. Then, | will indicate the key areas of medical ethics
and bioethics that should be borne in mind when dealing
with ethical dilemmas related to the use of Al in the health
sector.

SELECTED ETHICAL CHALLENGES

The intensified development of Al research over the past
decade or so has resulted in solutions that are already sig-
nificantly affecting what we think and how we build social
relationships. In many cases, it is an influence that we are
not aware of, if only in terms of making purchasing decisions,
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i.e. mainly in business, but also in education, science, culture,
and means of communication — with particular emphasis on
social media. This influence is often so strong that it touches
upon the core ethical values of human rights founded on the
category of dignity. To better understand the ethical chal-
lenges of Alin the health sector, it is reasonable to look at the
most important ethical issues related to the utilization of Al
systems in general.

One of the most widely used methods in Al systems con-
sidered in broad terms is machine learning. Its variation,
supervised machine learning, which involves refining statis-
tical models based on large data sets, includes tasks and
solutions to those tasks. Based on training data, a statistical
model “learns” the relationships between tasks and solutions.
These techniques, particularly linear regressions, have long
been used in medicine. A certain novelty in machine learning
is the use of neural networks, which make it possible to e.g.
create new solutions based on existing data. The problem
is that in order to train a neural network, you need a large
number of examples with a large variety that would make
it possible to detect the existing dependencies. If this condi-
tion is not met, erroneous results are produced. Al systems
therefore depend on the quality of the input data. Their re-
liability, in turn, depends on whether we know on what ba-
sis the trained models that use new data make decisions.
If @ model has learned to recognize erroneous relationships
using training data, it will make errors that can lead to expos-
ing patients to various risks in medicine when using new data.
An example of such discriminatory error was an Al system
used in U.S. hospitals. It was to quallify patients for specialized
treatment programs, taking into account the annual cost of
treating an individual. In deciding to make use of this data set,
the system'’s designers failed to consider the fact that in the
United States, the spending on the treatment of black people
is statistically lower than in the case of white people suffering
equally from the same disease. In consequence, the system
replicated the pattern resulting from the existing economic
inequality by classifying black people as “less sick” than they
actually were'. Thus, the very quality of the data and the reli-
ability of the results are ethical categories. It also turns out
that trained models are often wrong in their assessment of
real cases. Therefore, the accuracy of the decisions made is
another ethical category — not just a praxeological or eco-
nomic one. To summarize this one of the most important is-
sues in Al ethics, | will use the following analogy: just as the
brain needs oxygen, artificial intelligence needs data. If the
air mixture is poisoned or inappropriate, it poisons the brain
or causes delusions leading to a distorted perception of the
surrounding world. The same is true for Al systems: poor qual-
ity data distorts the results of artificial intelligence systems.
When such system are widely used in the health sector, this
can lead to negative effects on a large scale.

Another broad spectrum of ethical challenges occurring
particularly in the health sector is the matter of data acqui-
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sition and the related issues of privacy, data security, and
how data are used.

CODES OF ETHICS FOR Al SYSTEMS

Due to the rapid development, the profound impact on
many different areas of life, and the wide reach of artificial
intelligence systems, individual countries and international
organizations have committed themselves to develop ethi-
cal principles for Al.

- ltis important to notice that a race of sorts is
underway to impose an ethical narrative for
artificial intelligence. This is done by countries
such as: Canada, France, Australia, the UK,
Japan, Ching, but also India. International
organizations are also involved. The efforts made
in this respect by the OECD, UNESCO, and the
European Union deserve particular attention.

In 2019, the Organisation for Economic Co-operation and
Development (OECD) published the first intergovernmen-
tal standards for the development of artificial intelligence
- "Recommendation of the Council on Artificial Intelligence”.
In the paper, the OECD stresses that artificial intelligence
should benefit people and the planet by driving inclusive
growth, sustainable development, and well-being. The OECD
notes that Al systems should be designed to take into ac-
count the rule of law, human rights, democratic values, and
diversity. They should also include adequate safeguards to
allow human intervention where necessary to ensure a just
society. The paper also addresses the issue of account-
ability by indicating, in line with the above principles, that
organizations and individuals developing, implementing, or
operating artificial intelligence systems should be held ac-
countable for the proper functioning of such systems.

UNESCO's work on Al ethics has a global impact too. The eth-
ical proposal of this organization is based on values such as
the dignity of each person, human rights, and fundamen-
tal freedoms. Its document emphasizes the basic principle
of no harm - be it physical, economic, social, political, or
psychological harm — in any phase of the “life cycle” of ar-
tificial intelligence. When discussing the application of Al in
the health sector, it seems to be reasonable to mention that
in promoting and developing the ethical principles for Al,
UNESCO works closely with the International Bioethics Com-
mittee and the Intergovernmental Bioethics Committee.

Another important initiative addressing Al ethics is the Eth-
ics Guidelines for Trustworthy Al, published by the European
Commission and prepared by the High-Level Expert Group
on Artificial Intelligence. The authors of the document were
primarily guided by an approach in which the human being
stands in the center of ethical reflection (Human-Centric Al).
According to this proposition, artificial intelligence should
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first and foremost be lawful, ethical (meoning consistent
with ethical principles and values), and robust (meaning re-
liable, socially and technically ‘durable’).

Meanwhile, in April 2021, a Proposal for a Regulation of the
European Parliament and of the Council laying down har-
monized rules on artificial intelligence was presented. The
document is the result of legislative work aimed at main-
taining the EU's technological leadership while ensuring that
Europeans can benefit from new technologies developed
and operated in accordance with the European values, fun-
damental rights, and essential principles. The purpose of
this act is to propose an ecosystem for building trustworthy
artificial intelligence. An important thing is that enhancing
human well-being has been identified as the ultimate goal
for artificial intelligence. The main ethical framework for Al
has been set: safety, legal compliance, and compliance
with respect for fundamental rights and EU values. Among
the set of fundamental rights, emphasis is put on ensuring
human dignity, respect for private life, and protection of
personal data, non-discrimination, and equality between
men and women. These regulations aim also to prevent a
chilling effect on the rights to freedom of expression and
freedom of assembly. Therefore, a ban on some particu-
larly harmful practices using Al that go against EU values
has been proposed. A methodology for evaluating artificial
intelligence systems is also in place to identify those that
involve high risk and pose a significant threat to human
health and safety or fundamental rights. Special evaluation
and surveillance procedures have been provided for this
category of Al systems.

At the end of 2020, Poland adopted its own policy for the de-
velopment of artificial intelligence, which repeatedly stresses
the importance of ethics. The document makes it clear that
it is crucial for the Al solutions created to always serve the
human being, putting human dignity and rights first. It also
emphasizes Poland’s ambition to be an active participant in
the global debate on the ethics of artificial intelligence.

Al ETHICS IN THE HEALTH SECTOR

The ethical reflection on the application of artificial intelli-
gence systems in the medical sector cannot be limited to
the current state of knowledge on the ethics of Al It should
take into account the perspective of medical ethics and
bioethics. Developers of artificial intelligence systems for
the health sector should take into account the considera-
tions that shape the ethical framework of the physician’s
standard practice, which include principles such as patient
welfare, patient autonomy, and social justice. The principle
of utmost priority of patient welfare must not be overridden
by business considerations, administrative requirements, or
the use of unproven or non-transparent technologies. Also,
the principle of patient autonomy, i.e. the possibility to make
conscious decisions regarding treatment, may be disturbed
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by new technologies in medicine, based on artificial intelli-
gence systems whose creators did not foresee the possibil-
ity of materialization of the principle of patient autonomy at
the stage of development. The third important principle in
medical ethics is the principle of social justice, which refers
to the fair distribution of resources and the elimination of
discrimination in health care. As shown by the many exam-
ples of artificial intelligence systems already analyzed, the
problem of Al algorithm bias (algorithmic bias) is one of the
most serious challenges to face, which may lead to danger-
ous cases of discrimination. Another important challenge is
the problem of observing professional secrecy, which, with
artificial intelligence systems that “thrive” on data, is cer-
tainly a big issue.

Al is yet another important development in the technology
that has spawned a new field of applied ethics. This field
is bioethics, understood as formulating judgments and
norms concerning biomedical interventions connected with
the beginning of human life, its duration, and death? The
interest in bioethics stems from the need to reflect on life
and death in the conditions of modern technical civilization,
as well as the need to adopt rules that enable us to make
decisions in extreme and disputable situations. The discus-
sions and disputes revolving around bioethics address the
problem of the relationship between the progress of civiliza-
tion and morality. So far, the advances in science and tech-
nology have made it ahead the existing legal norms and
violated moral standards. In the past, however, the dispar-
ity between practice and moral principles did not have the
far-reaching consequences that we can see today. Apply-
ing the existing technical capabilities beyond ethical control
raises new problems that once did not exist and that need
to be resolved - especially in the field of medicine®. This is
why the subject matter of ethics of artificial intelligence sys-
tems is so important and, in my opinion, should draw on the
methodological achievements of bioethics. Moreover, when
it comes to medical grounds, the ethics of artificial intelli-
gence will have to face a major bioethical dispute that is
still ongoing — and where the two main contenders are the
value of life and the quality of life.

When thinking about the development of Al ethics in the

health sector, there are several elements that should be

kept in mind:

= Al systems will be as ethical as their creators are. There-
fore, when it comes to the domain of ethics of artificial
intelligence systems in the health sector, there should be
a special focus on the developers of these systems.

= Anticipating consequences and reacting quickly are
highly important aspects of Al ethics. We need new insti-
tutional mechanisms for ethical evaluation of Al systems,
which should be: interdisciplinary, responsive, systematic,
and causative. In the case of the health sector, it is rea-
sonable to drawn on the experience of bioethics commit-
tees whose main objective is to protect human dignity.
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